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A B S T R A C T   

During the daily operation of photovoltaic array, it easily faces the partial shading conditions resulted from the 
cloud shadow, dropping dust, etc. It will directly cause a lifetime reduction and a generation efficiency decre
ment for the photovoltaic array. To weaken the negative influence of partial shading condition, one of the most 
favoured ways is the photovoltaic array reconfiguration. However, the conventional photovoltaic array recon
figuration only aims to maximize the power output, which did not consider the lifetime and control complexity of 
switching devices. To fill up this gap, this paper constructs a new bi-objective optimization of photovoltaic array 
reconfiguration, which attempts to simultaneously maximize the output power and minimize the switching 
number. Consequently, it can dramatically reduce the switching control complexity while improving the gen
eration efficiency, while the operation life of the switching devices can be lengthened. In order to find a high- 
quality Pareto optimal reconfiguration schemes, six frequently-used evolutionary multi-objective optimization 
algorithms are employed to solve this bi-objective optimization. The effectiveness of bi-objective optimization of 
photovoltaic array reconfiguration is tested on three scales of total-cross-tied photovoltaic arrays under four 
partial shading patterns. The simulation results show that the maximum power increment by the proposed 
technique is up to 26.6% against to that without optimization, while the average switch number decrement is up 
to 31.1% compared with the single-objective optimization algorithms.   

1. Introduction 

Renewable energy plays an important role in the sustainable devel
opment of modern society along with reduction of fossil fuels, the 
expansion of population and the deterioration of the environment. 
Among all the renewable energy types, the solar energy has particularly 
attracted more and more attentions due to its abundant availability and 
zero carbon emission [1]. However, there are many challenges to make 
full use of solar energy. When the photovoltage (PV) array is shaded by 
surrounding buildings, dust or clouds passage [2], the modules generate 
different currents, but photovoltaic modules connected in series will 
flow through the same current. When the current flowing through the 
component is larger than the photoelectric current of the shaded 
component, the shaded component will become the load consuming 
branch power, thus the hot spot effect will be appeared [3]. In general, 

the damage of PV array can be prevented by the parallel bypass diodes. 
But when the bypass diodes are switched on, the PV array are short- 
circuited, thereby a generation power decrement is resulted for the PV 
array [4]. Additionally, these partial shading conditions (PSC) easily 
cause multi-peaks on the power-voltage (P-V) curve and chaos in 
maximum power point tracking (MPPT) [5]. 

To weaken the negative influence by PSC, various interconnection 
topologies have been designed for PV array, including (i) series–parallel 
(SP), (ii) bridged-link (BL), (iii) honey-comb (HC) and (iv) total cross 
tied (TCT) [6]. In [7], these topologies were studied and compared in 
terms of maximum power and fill factor. Among all these topologies, SP 
is the most practically used topology due to its simplicity [8]. However, 
it easily results in a power decrease by the mismatch loss under PSC [9]. 
To overcome this issue, the TCT topology developed from SP is pro
moted by connecting the connectors on each line junction, which has 
been proven in [10] that TCT outperformed SP, BL, and HC on the 
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maximum power output under PSC. To further reduce the cable losses in 
TCT, half of its interconnections were neglected and configured as BL 
topology [11]. Although the HC topology easily leads to less series 
connected PV modules than that of SP topology, but still result in a 
larger number of series connected PV modules than that of BL [9,12]. 
The comparison results showed that the TCT topology can acquire a 
larger maximum power output under the same PSC [13]. Consequently, 
it has become the most popular reconfiguration topology to minimize 
the mismatch losses and maximize the power output. 

Following the TCT topology, many researchers have proposed 
various PV array reconfiguration techniques to further increase the 
power output [14], which can be divided into two main categories, i.e., 
physical reconfiguration and electrical array reconfiguration (EAR) 
[15,16]. Before going on, a literature review of PV array reconfiguration 
techniques is here given to summarize the recent findings. 

Nomenclature 

Variables 
Icell output current of the PV cell 
ILcell PV cell produced current 
Ish current across parallel resistance 
Id current through diode 
Io1, Io2 saturation currents of the diodes 
Rs series resistances 
Rsh parallel resistances 
Vcell output voltage of the PV cell 
Tc temperature of cell 
Im output current of the PV module 
Vm output voltage of the PV module 
RS series resistance of the PV module 
RSH shunt resistance of the PV module 
IL light generated current of the PV module 
ILstc light generated current of the PV module under the 

standard test condition 
G irradiation level 
Iout output current of the whole PV array 
Ipq output current of the PV module at the pth row and the qth 

column 
Vout overall output voltage 
Vmp output voltage of the PV modules at the pth row 
nrow numbers of row in the PV array 
ncol numbers of column in the PV array 
xnew

pq new electrical switching states of the PV module at the pth 
row and qth column 

x0
pq initial electrical switching states of the PV module at the 

pth row and qth column 
xdis matrix of discrete electricity switching states 
xq

con vector of the continuous optimization variable for the PV 
strings at the qth column 

F1 fitness functions for the maximum power output 
F2 fitness functions for the minimum switching number 
rij an element of the normalized decision matrix R 
yij numerical outcome of the ith alternative solution for the jth 

attribute 
w weight vector 
A*

j jth attribute of the positive ideal solution 
A−

j jth attribute of the negative ideal solution 
xbest best compromise solution 
xPF

i ith Pareto optimal solution 

Parameters 
q charge of electron 
σ1,σ2 ideality factors 
b Boltzmann’s constant 
KSC short-circuit temperature coefficient 
G0 standard irradiation 
T0 standard temperature 

ns number of series connected PV cells 

Abbreviations 
KCL Kirchhoff’s current law 
PV photovoltage 
PSC partial shading conditions 
P-V power-voltage 
MPPT maximum power point tracking 
SP series–parallel 
BL bridged-link 
HC honey-comb 
TCT total cross tied 
S series 
EAR electrical array reconfiguration 
CSDKP complementary SuDoKu puzzle 
DS dominance square 
CS competence square 
HCPV high concentration photovoltaic 
MCR modified circuit reconfiguration 
SDGA standard deviation genetic algorithm 
WCA water cycle algorithm 
HHO harris-hawks optimization 
MHHO modified harris-hawks optimization 
MRSE mean root square error 
SDM single diode model 
DDM double diode model 
TDM three diode model 
GWO grey wolf optimizer 
PSO particle swarm optimization 
SSA simulated annealing approach 
SCA sine cosine algorithm 
MOGWO multi-objective grey wolf optimizer 
BOA butterfly optimization algorithm 
GMP global maximum power 
AEO artificial ecosystem-based algorithm 
SDPA socio-inspired democratic political algorithm 
OMAR optimal mileage-based PV array reconfiguration 
NSGA-II nondominated sorting genetic algorithm II 
SPEA2 improving strength pareto evolutionary algorithm 
TOPSIS the technique for order preference by similarity to an ideal 

solution 
MOCell multi-objective cellular evolutionary algorithm 
PREA promising-region-based evolutionary many-objective 

algorithm 
RPEA reference points-based evolutionary algorithm 
SPEAR strength pareto evolutionary algorithm based on reference 

direction 
LN long and narrow 
LW long and wide 
SN short and narrow 
SW short and wide 
HIL hardware-in-the-loop  
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1.1. Literature review of PV array reconfiguration techniques 

The physical reconfiguration only changes the physical position of 
PV modules instead of the electrical connections, thus it is simpler and 
cheaper as it does not require a complex and dynamic operation for 
multiple switching devices. According to this manner, a SuDoKu puzzle 
method [17] was proposed to configure the PV modules in the array so 
as to enhance the generated power. This structure facilitates to 
distribute the effect of shading over the array, thereby reducing the 
occurrence of shading of modules in the same row. However, the line 
losses that depend on the length of the wire requirement of connection is 
not considered. In [18,19], an improved SuDoKu was designed to solve 
the limitation of the original SuDoKu puzzle technique. In [20], a 
complementary SuDoKu puzzle (CSDKP) technique for the circuit 
reconfiguration of PV arrays and an especially designed complementary 
diagonal circuit arrangement were proposed. The simulation results 
[20] demonstrated that CSDKP reduced the averaged power loss of 

12.86 % and enhanced the averaged maximum-power improvement of 
14.6 % under PSC. A new two-phase method [21] was tested for 
dispersing the shadow of any size in two different phases, which was 
useful in relocating PV panels to enhance the power output. As a result, 
the two-phased technology can realize an average of 6 % power 
improvement against to TCT [21] for a 9 × 9 PV array. In [22], the 
dominance square (DS) was designed to further reduce the mismatch 
loss. Compared with DS, the competence square (CS) [5] is simpler for 
application and can achieve maximum power enhancement of up to 8.7 
%. Different from SuDoKu, DS, and CS, the Lo Shu technique [23] can 
achieve a more efficient shadow dispersion through fewer shifts of 
panels. Based on the screw pattern in the row formation, a static array 
configuration method [24] was proposed to improve the power output, 
which can perform better than TCT and SuDoKu puzzle technique. In 
[25], a novel knight pattern array configuration scheme was designed 
based on the movement of the chess coin, which can effectively enhance 
the power conversion efficiency. 

Table 1 
Reported methods for PV array reconfiguration under PSC.  

Author Year Algorithm Objective Topology PV array size Advantages 

M. Horoufiany 
et al. [17] 

2018 SuDoKu Power output TCT 4 × 4,  
9 × 9 

Avoid ineffective dispersion and reduce line losses 

S. G. Krishna et al. 
[18,19] 

2019 Improved SuDoKu Power output TCT 9 × 9 Reduce the line losses and disperse the shading 
effects 

C. E. Ye et al. [20] 2021 Complementary 
SuDoKu 

Power output TCT 6 × 6 Easy implementation with simple rules 

D. S. Pillai et al. 
[21] 

2018 Two-phase Power output TCT 9 × 9 Without sensor arrangement circuitry 

B. Dhanalakshmi 
et al. [22] 

2018 DS Power output TCT 5 × 5 Reduce power losses and scalability 

B. Dhanalakshmi 
et al. [5] 

2018 CS Power output TCT 9 × 9 Easy and adaptable for PV arrays of any size 

R. Venkateswari 
et al. [23] 

2020 Lo Shu Power output TCT 9 × 9 Satisfactory performance in power enhancement, fill 
factor and energy savings. 

Y. P. Huang et al. 
[27] 

2019 MCR Power output TCT 2 × 2, 2 × 3 Increase the output power and efficiency of an HCPV 
module with high dispersion ability. 

A. Srinivasan et al. 
[28] 

2020 Two-step Power output TCT 6 × 6,9 × 9,12 ×
12, 18 × 9,18 ×
18, 12 × 24, 30 ×
48 

Superior performance for a large-scale PV array 

N. A. Rajan et al. 
[30] 

2017 SDGA Power output TCT 9 × 9 Superior convergence performance 

M. Karakose et al. 
[31] 

2015 A novel real-time 
method 

Power output TCT, SP 3 × 4 Improvement in the output power of the PV array, an 
efficient reconfiguration strategy, real-time applicability, 
easy measurable parameters, and independence from 
panel types 

A. Mahmoud et al. 
[32] 

2019 WCA Power output TCT 10 × 10 Reduce PS power losses, shorter execution time 

S. N. Deshkar et al. 
[33] 

2015 GA Power output TCT 9 × 9 High flexibility and easy application 

D. Yousri et al. 
[34] 

2020 MHHO Power output TCT 9 × 9, 6 × 4, 6 ×
20 

Fast optimization speed, high quality solution 

A. S. A. Bayoumi 
et al. [35] 

2021 MPA Power output TCT  9 × 9, 16 × 16, 25 
× 25 

Good convergence and robust statistical analysis 

D. Yousri et al. 
[36] 

2020 Multi-objective grey 
wolf optimizer 

Power output TCT 9 × 9 Minimize the row’s current levels 

A. Fathy et al. 
[37] 

2020 BOA Power output TCT, SP- 
TCT, 
BL-TCT, 
BL-HC  

6 × 4 Easy implementation, less controlling parameters, simple 
construction, real time optimization 

S. Mohanty et al. 
[38] 

2015 GWO Power output SP 2 × 2 Robust and exhibits faster convergence, fewer parameters 
for adjustment and less operators 

D. Yousri et al. 
[39] 

2020 AEO Power output TCT 9 × 9, 6 × 20, 16 
× 16, 25 × 25 

Superior performance on robustness and reliability 

B. Yang et al. [40] 2021 Socio-inspired 
democratic political 
algorithm 

Power output TCT 10 × 10, 15 × 15, 
20 × 20 

Effectively reduce power losses, improve power 
generation efficiency and accelerate convergence rate. 

X. Zhang et al. 
[41] 

2021 Swarm reinforcement 
learning 

Power output and 
power fluctuation 

TCT 10 × 10 Reduce the optimization difficulty of OMAR, real-time 
generation schedule 

X. Zhang et al. 
[42] 

2022 An efficient multi-agent 
negotiation algorithm 

Total profit with 
hydrogen selling profit 
and regulation cost 

TCT 10 × 10 Increase the total profit, achieve an efficient and 
distributed optimization  
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Compared with the physical reconfiguration, EAR is a technique of 
dispersing shadows on the PV array by rearranging the shaded PV panels 
via changing the electrical connection states instead of the physical 
location [26]. As a result, the shadows on the PV array are more evenly 
distributed in real time. In [27], a modified circuit reconfiguration 
(MCR) technique was proposed for high concentration photovoltaic 

modules under PSC. The reliability tests in [27] demonstrated that the 
daily energy harvested from the rectangular module was improved 
around 15 %. A hybrid reconfiguration algorithm [28] has been pro
posed to suppress the harmful effect by PSC, which can also reduce the 
required numbers of switches and the dimension of the switching matrix 
circuit. In essence, electrical array reconfiguration (EAR) is a mixed 
integer quadratic programming, in which the optimization complexity 
will increase exponentially as the PV array scale increases [29,26]. 
Therefore, many meta-heuristic algorithms were introduced to solve this 
problem due to their excellent application flexibility and global 
searching ability. In order to search an optimal switching matrix, a 
standard deviation genetic algorithm (SDGA) [30] was presented to 
determine the final connection matrix for the new electrical intercon
nection, which can minimize the standard deviation to equalize the in
dividual row currents. A novel real-time method that based on an 
artificial neural network [31] was developed an optimal reconfiguration 
for a 3 × 4 PV array. As shown in results, the novel real-time method 
made contributions on real-time applicability and easy measurable pa
rameters. In [32], a water cycle algorithm (WCA) was applied in PV 
array reconfiguration to reduce the power losses and the irradiance level 
mismatch index. The simulation results in [32] demonstrated that the 
power enhancement by WCA was up to 37.88 % compared with TCT, 
while the execution time of WCA was faster than that of TCT for the 
same problem. In order to mitigate the shading effects, the harris-hawks 
optimization (HHO) [33] and the modified harris-hawks optimization 
(MHHO) algorithm [34] were used for PV reconfiguration on the 9 × 9 
and 6 × 20 TCT connected arrays, which can acquire more power 
compared with TCT, competence square (CS), particle swarm 

Fig. 1. A 9 × 9 TCT connected PV array.  

Fig. 2. Equivalent circuits of PV cell.  

Table 2 
Execution procedure of evolutionary based Pareto optimization algorithm for bi- 
objective PV array reconfiguration.  

1: Initialize the parameters and the population; 
2: Input the real-time irradiation distribution and temperature for the PV array; 
3: Set k = 1; 
3: While k ≤ kmax 

4: Calculate the fitness functions of each individual by Eq. (11); 
5: Determine the Pareto dominance relationships between different individuals; 
6: Update the Pareto solution repository with the new non-dominated solutions; 
7: Implement the exploration and exploitation based on the current Pareto 
solution repository; 
8: End While 
9: Output the Pareto optimal solutions and Pareto front for bi-objective PV array 
optimization.  

Table 3 
The main parameter of PV module.  

Parameters Value 

Module A10 Green Technology A10J-M60- 
225 

Number of parallel strings 1 
Number of series-connected modules per string 1 
Number of cells per module (Ncell) 60 
Maximum power per module (W) 224.9856 
Open circuit voltage per module (V) 36.24 
Short-circuit current per module (A) 8.04 
Voltage at the maximum power point per 

module (V) 
30.24 

Current at the maximum power point per 
module (A) 

7.44  

Table 4 
The main parameters used in different algorithms.  

Algorithm Parameter Value 

NSGA-II Crossover probability 1 
Mutation probability 1(or 

0.5) 
Variation index 20 
Max fitness evaluation 10,000 

SPEA2 Mutation probability 1 
Variation index 20 
Probability of crossover 1 

MOCell Probability of mutation and crossover 1 
Distribution index of mutation and crossover 20 

PREA Probability of partner selection 0.7 
Ratio of individuals being used to generate reference 
points 

0.4 

Distribution index of mutation and crossover 20 
RPEA Ratio of individuals being used to generate reference 

points 
0.4 

Parameter determining the difference between the 
reference point and the individuals 

0.1 

SPEAR Mutation probability 1 
Variation index 20  
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Fig. 3. Output curves of each PV module obtained by RTLAB and MATLAB platforms under various irradiations with Tc = 25℃.  

Fig. 4. The optimal PV reconfiguration schemes obtained by different algorithms on a 10 × 10 PV array under LN case.  
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optimization (PSO). A new objective function named the mean root 
square error (MRSE) was considered in the marine predators algorithm 
(MPA) [35], which has been proven with higher robustness and larger 
power increasement compared with grey wolf optimization (GWO), 
simulated annealing approach (SAA), PSO, and sine cosine algorithm 
(SCA). In [36], a multi-objective grey wolf optimizer (MOGWO) was 
applicable for PV array reconfiguration to minimize the difference be
tween the adjacent row current. The results comparisons in [36] 
divulged that MOGWO enhanced the percentage of power in a range of 

9.4 % to 18.8 % against to TCT and 1.4 % to 8.6 % against to the 
modified SuDoKu. In [37], a new bio-inspired algorithm called butterfly 
optimization algorithm (BOA) was designed to extract more output 
power of PV system under PSC against to the GWO [38] under some 
shadow patterns. The proposed BOA succeeded in achieving a power 
output increasement of 27.43 % compared with SP-TCT configuration. 
The artificial ecosystem-based algorithm (AEO) [39] with an innovation 
fitness function was adopted in PV array reconfiguration, which 
revealed the innovative fitness function can tackle the issue of the 

Fig. 5. The Pareto fronts derived by different algorithms for different PV arrays under LN case.  

Fig. 6. The optimal PV reconfiguration schemes obtain by different algorithms on a 15 × 15 PV array under LN case.  

Fig. 7. Theoretical maximum power outputs obtained by different algorithms under LN case.  
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weight coefficient can significantly affect the quality of solution. In [40], 
a socio-inspired democratic political algorithm (SDPA) was proposed to 
mitigate the effect of partial shading on the power output and circuit. 
Simulation results demonstrate that SDPA can enhance output power of 
photovoltaic array by 21.47 %,21.55 % and 20.98 % for a 10 × 10 
(small) PV array, a 15 × 15 (medium) PV array and a 20 × 20 (large) PV 
array respectively compared to TCT interconnection scheme. Except the 
maximum power output increasement under PSC, a new optimal 
mileage-based PV array reconfiguration [41] was designed by further 
taken the power fluctuation into account. In addition, a new multi- 
period PV array reconfiguration with a hydrogen energy storage sys
tem [42] was constructed to maximize the total profit of a PV system 
instead of maximizing the power output, in which the additional 
hydrogen selling profit and the regulation cost caused by the power 
fluctuation were considered in the total profit. In [43], a new dynamic 
reconfiguration technique with a switching controller was formulated, 
which was tested on a 6 × 6 TCT connected PV array by varying the 
switching matrix between the fixed part and adaptive part. The simu
lation results [43] showed that the proposed method significantly 
reduced the number of connected switches by 35 % compared to the 
other dynamic reconfiguration methods. 

1.2. Research gaps and the novelty of this work 

In summary, the existing studies of PV array reconfigurations only 
consider the maximum the power output via a single-objective optimi
zation, as shown in Table 1. Except the power output, the additional 
hydrogen selling profit and regulation cost resulted from the power 
fluctuation were considered [41,42]. However, the existing works did 
not consider the lifetime and control complexity of switching devices 
during the PV array reconfiguration. Additionally, the single-objective 
optimization can only provide a single optimal reconfigurable scheme 
for the PV array. Consequently, it will easily shorten the lifetime of 
switching devices and increase the control complexity of PV array 
reconfiguration. Besides, it will result in a low flexibility of operation 
choice for PV array reconfiguration with a single scheme. Hence, this 
paper constructs a new bi-objective PV array reconfiguration to resolve 
these problems, which attempts to maximize the power output and 
minimize switching number of electrical connections simultaneously. 
Compared with the traditional PV array reconfiguration, the presented 
bi-objective PV array reconfiguration is a more complex Pareto opti
mization with two competing and conflicting objective functions. To 
find a high-quality Pareto front, the evolutionary based Pareto optimi
zation algorithms such as nondominated sorting genetic algorithm II 
(NSGA-II) and the improving strength pareto evolutionary algorithm 
(SPEA2), are suitable and competent to address this problem because of 
their model-free feature and strong global searching ability. Conse
quently, this work adopts the evolutionary based Pareto optimization 

algorithms to solve the bi-objective PV array reconfiguration, which 
contains the following novelties: 

• Based on the conventional EAR, a bi-objective PV array reconfigu
ration is firstly constructed by considering the switching control 
complexity except the maximum power output, which can effectively 
achieve a Pareto tradeoff between these two objective functions, thus 
the high operation economy can be guaranteed.  

• Various evolutionary based Pareto optimization algorithms are 
designed for the bi-objective PV array reconfiguration, which can 
acquire multiple high-quality Pareto optimal reconfiguration 
schemes for the PV array. Hence, the operation flexibility of PV array 
can be significantly improved as it can select a proper reconfigura
tion scheme according to dynamic preference on maximum power 
output or the switching control complexity. Moreover, an ideal point 
based decision making method is employed to determine the best 
compromise reconfiguration scheme due to its simple fast calculation 
and proper balance between two objective functions. 

The rest of this work is organized as follows: Section 2 gives the 
mathematical model of bi-objective PV array reconfiguration; Section 3 
provides the design process of evolutionary based Pareto optimization 
algorithms for bi-objective PV array reconfiguration and the technique 
for order preference by similarity to an ideal solution (TOPSIS). In 
Section 4, the case studies are given and discussed. At last, Section 5 
presents the conclusion. 

2. System description 

2.1. Modelling of PV array 

A PV array consists of numerous series–parallel PV modules, in 
which PV module is composed of numerous series–parallel PV cells [44], 
as shown in Fig. 1. It is essential to analyze the electrical characteristic of 
PV cell for the application of the reconfiguration technique [45]. In 
general, the PV cell can be described with a single-diode or multi-diode 
models [46]. To balance the modelling simplicity and accuracy, the 
double-diode model is introduced in this work, as shown in Fig. 2. 

According to Kirchhoff’s current law (KCL), the total current 
generated by a double-diode PV cell can be calculated as follows: 

Icell = ILcell − Id1 − Id2 − Ish# (1) 

where ILcell is the PV cell produced current; Ish is the current across 
parallel resistance; Id1 and Id2 are the currents through two diodes, 
respectively; and Icell is the output current of the PV cell. 

Substituting Ish, Id1 and Id2 in Eq. (1), then the current equation can 
be given as follows:  

Fig. 8. Boxplot of row currents obtained by different algorithms under LN case.  
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where Io1 and Io2 are the saturation current of the diodes; q is the 
charge of electron; Rs and Rsh are the series and parallel resistances, 
respectively; Vcell is output voltage of the PV cell; Tc is the temperature 

of cell; σ1 and σ2 are the ideality factors; and b is the Boltzmann’s 
constant. 

As a PV module which is connected by ns series PV cells, the output 
current can be shown as follows: 

Fig. 9. The optimal PV reconfiguration schemes obtained by different algorithms on 10 × 10 and 15 × 15 PV array under LW case.  

Icell = ILcell − Io1

[

exp
(

q
Vcell + IcellRs

bσ1Tc
− 1

)]

− Io2

[

exp
(

q
Vcell + IcellRs

bσ2Tc
− 1

)]

−
Vcell + IcellRs

Rsh
# (2)   
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where Im is the output current of the PV module; q is the electron 
charge; Vm is the output voltage of the PV module; RS and RSH are the 
series and shunt resistance of the PV module, respectively; and IL is the 
light generated current of the PV module, which is directly influenced by 
the irradiation and temperature, as. 

IL =
G
G0

[ILstc + KSC(Tc − T0) ]# (4) 

where ILstc is the light generated current of the PV module under the 
standard test condition; KSC is the short-circuit temperature coefficient; 
G is the irradiation level (W/m2); G0 and T0 are the standard irradiation 
and temperature (25 ℃ and 1000 W/m2), respectively. 

In the TCT configuration, the PV modules are linked in parallel by 

Fig. 10. Theoretical maximum power outputs obtained by different algorithms under LW case.  

Fig. 11. Boxplot of row currents obtained by different algorithms under LW case.  

Fig. 12. The Pareto fronts derived by different algorithms for different PV arrays under LW case.  

Im = IL − Io1

[

exp
(

q
Vm + ImRS

nSbσ1Tc
− 1

)]

− Io2

[

exp
(

q
Vm + ImRS

nSbσ2Tc
− 1

)]

−
Vm + ImRS

RSH
# (3)   
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cross ties to each row, and these modules are linked in series in each 
column, such as a 9 × 9 TCT connected PV array in Fig. 1. Note that the 
TCT configuration can relocate the electrical positions in each column 
by interchanging a switch matrix of PV array. By applying Kirchhoff’s 
current law and Kirchhoff’s voltage law, the output current and voltage 
of the PV array can be calculated as. 

Iout =
∑ncol

q=1

(
Ipq − I(p+1)q

)
= 0, p = 1, 2,⋯, nrow# (5)  

Vout =
∑nrow

p=1
Vmp# (6) 

where Iout denotes the output current of the whole PV array; Ipq 

denotes the output current of the PV module at the pth row and the qth 
column; Vout is the overall output voltage; Vmp is the output voltage of the 
PV modules at the pth row; nrow and ncol represent the numbers of row 
and column in the PV array, respectively. 

TCT configuration compared with other configurations, such as the 
SP and BL configurations, has efficient ability to advance the generated 
energy under partial shading. Thus, TCT reconfiguration is a preferred 
application among researchers. However, TCT reconfiguration has many 
disadvantages, such as its inability to uniformly disperse the shading 
through the array. in addition, TCT reconfiguration requires a number of 
sensors to assess the voltage, current, and radiation level for each PV 
panel, as presented in [47]. 

Fig. 13. The optimal PV reconfiguration schemes obtained by different algorithms on 10 × 10 and 15 × 15 PV array under SN case.  
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2.2. Optimization model of PV array reconfiguration 

In this work, the bi-objective PV array reconfiguration contains two 
objective functions, including the maximum power output and the 
minimum switching number of electrical connections. These two 
objective functions can be sought while satisfying the switching 
constraint, i.e., each PV module can only exchange its electrical 
switching state with another PV module in the same column. As a result, 
the bi-objective optimization of PV array reconfiguration can be 
described as follows: 
⎧
⎪⎪⎨

⎪⎪⎩

maxf1 = Vout × Iout

minf2 =
∑nrow

p=1

∑ncol

q=1
sign

(⃒
⃒
⃒xnew

pq − x0
pq

⃒
⃒
⃒

) # (7) 

The reconfiguration of PV array also needs to consider the con
straints of electrical switches, as follows: 

s.t.

⎧
⎨

⎩

xnew
pq ∈ {1, 2, ⋯, nrow} , p = 1, 2,⋯, nrow; q = 1, 2,⋯, ncol

⋃nrow

p=1
xnew

pq = {1, 2, ⋯, nrow}, q = 1, 2,⋯, ncol
# (8) 

where sign denotes the sign function with sign(x) = 0 If x = 0 and 
sign(x) = 1 If x > 0; xnew

pq and x0
pq represent the new and initial electrical 

switching states of the PV module at the pth row and qth column, 
respectively. 

3. Proposed PV array reconfiguration technique 

In this work, six frequently-used evolutionary based Pareto optimi
zation algorithms including NSGA-II, SPEA2, multi-objective cellular 

Fig. 14. Theoretical maximum power outputs obtained by different algorithms under SN case.  

Fig. 15. Boxplot of row currents obtained by different algorithms under SN case.  

Fig. 16. The Pareto fronts derived by different algorithms for different PV arrays under SN case.  
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evolutionary algorithm (MOCell), a promising-region-based evolu
tionary many-objective algorithm (PREA), a reference points-based 
evolutionary algorithm (RPEA), and a strength pareto evolutionary al
gorithm based on reference direction (SPEAR) are introduced for bi- 
objective PV array reconfiguration. Note that there are no innovations 
of the optimization principles for these optimization algorithms in this 
work. According to the Pareto optimal solutions obtained by these al
gorithms, the TOPSIS [48] is employed to determine the best compro
mise PV reconfiguration scheme. 

3.1. Methodology 

Here, the operators of the presented evolutionary based Pareto 
optimization algorithms are in line with their original optimization 
principles [49]-[54], as follows:  

(i) NSGA-II: it uses an elitism based non-dominated sorting method 
for ranking and sorting each individual and a crowding distance 
approach in its section operator for keeping the diversity among 
the obtained Pareto optimal solutions [49]. In the non-dominated 
sorting, the objective functions are firstly evaluated for each so
lution, and then the whole population is sorted into different 

Fig. 17. The optimal PV reconfiguration schemes obtained by different algorithms on 10 × 10 and 15 × 15 PV array under SW case.  
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nondomination levels based on the calculated dominance count 
and ranks. Secondly, the population is sorted in ascending order, 
thus the smallest and the largest function values for each objec
tive are selected as boundary values and an infinite crowding 
distance value is assigned to them. The crowding distance be
tween any two neighboring solutions is then calculated based on 
the normalized difference in the objective function value.  

(ii) SPEA2: it uses an external archive which includes the previously 
found non-dominated solutions, which is updated after every 
generation and for each solution a strength value is computed 
[50]. Based on this computed strength values the fitness of each 
individual is computed. The fitness assignment strategy of SPEA2 
considers for each solution, the number of solutions that domi
nate it and that are dominated by it. Furthermore, it uses the 
nearest neighbor density approach to maintain the diversity, 
while the archive truncation method is used for preserving the 
boundary solutions.  

(iii) MOCell: it is an adaptation of a canonical GA to the multi- 
objective field [51]. The additional feature of MOCell is to re
turn a number of solutions, from the archive to the population by 
randomly replacing existing individuals. This makes MOCell 
distinct from other multi-objective evolutionary algorithms. In 
MOCell, the individual is distributed according to a certain to
pology and only interacts with its nearby neighbors in the 
breeding loop. The most commonly-used population topology is 
2-dimensional toroidal grids, which is adopted in this work.  

(iv) PREA: it is proposed with the ratio based indicator. In PREA, a 
promising region is identified in the objective space using the 
ratio based indicator with infinite norm [52]. Since the in
dividuals outside the promising region are the low-quality solu
tions, this method can discard these solutions from the current 
population. To ensure the diversity of population, a strategy 
based on the parallel distance is introduced to select individuals 
in the promising region. In this strategy, all individuals in the 

Fig. 18. Theoretical maximum power outputs obtained by different algorithms under SW case.  

Fig. 19. Boxplot of row currents obtained by different algorithms under SW case.  

Fig. 20. The Pareto fronts derived by different algorithms for different PV arrays under SW case.  
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Fig. 21. The results comparison between different algorithms.  
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promising region are projected vertically onto the normal plane 
so that crowded distances between them can be calculated. Af
terwards, two solutions with a smaller distance are selected from 
the candidate solutions each time, and the solution with the 
smaller indicator fitness value is removed from the current 
population.  

(v) RPEA: it exploits the potential of the reference points-based 
approach to strengthen the selection pressure towards the Par
eto front while maintaining an extensive and uniform distribution 
among solutions [53]. In RPEA, a series of reference points with 
good performances in convergence and distribution are contin
uously generated according to the current population to guide the 
evolution. Furthermore, the superior individuals are selected 
based on the evaluation of each individual by calculating the 
distances between the reference points and the individual in the 
objective space.  

(vi) SPEAR: it is a substantial extension of early-developed prominent 
SPEA methods [54]. It inherits the advantage of fitness assign
ment of SPEA2 in quantifying solutions’ diversity and conver
gence in a compact form, but replaces the most time-consuming 
density estimator by a reference direction based one. The fitness 
assignment also takes into account both local and global 
convergence. 

3.2. Application design 

From the viewpoint of optimization objectives and complexity, the 
most critical factors of the bi-objective PV array reconfiguration include 
the objective functions, the PV array scale, and the constraints of elec
trical switches. Note that the objective functions should be revealed in 
the fitness functions. The PV array scale directly influences the number 
of optimization variables, as well as for the optimization complexity. 
The constraints of electrical switches will directly influence the opti
mization performance, which should be carefully handled to match the 
continuous optimization variables. 

3.2.1. Design of optimization variables 
In the PV array reconfiguration, the optimization variables are 

discrete. However, the optimization variables in the presented evolu
tionary based Pareto optimization algorithms are regarded as the 
continuous variables by default. In this work, the optimization variables 
are set to be continuous in the searching operators of each algorithm, 
which will be only converted into the discrete variables in the calcula
tion of fitness function. To satisfy the constraints in Eq. (9), the discrete 
variables are generated according to the ascending or descending orders 
of the continuous variables, as follows: 

xdis =
⋃ncol

q=1
sort

(
xq

con

)
# (9) 

where xdis denotes the matrix of discrete electricity switching states; 
xq

con denotes the vector of the continuous optimization variable for the 
PV strings at the qth column; and sort denotes the sorting order. 

For example, the continuous optimization variables of a 5 × 5 PV 
array can be converted into the discrete variables according to the 
ascending order, as follows: 

xcon =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

2.3

0.7

1.5

5.2

2.4

4.4

1.2

3.8

2.1

0.9

4.1

3.3

0.2

0.5

4.9

3.9

0.8

0.6

5.7

4.0

1.3

2.9

3.7

5.1

2.5

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

⇒xdis =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

3

1

2

5

4

5

2

4

3

1

4

3

1

2

5

3

2

1

5

4

1

3

4

5

2

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

# (10)  

3.2.2. Design of fitness functions 
Since the constraints can be satisfied via the converting the variables, 

the fitness functions for each evolutionary based Pareto optimization 
algorithm can be directly designed according to the objective functions 
in Eq. (11). For the minimization of fitness functions, the original 
objective functions can be directly converted into the fitness functions, 
as. 
⎧
⎪⎪⎨

⎪⎪⎩

minF1 ⇔ − maxf1 = − Vout × Iout

minF2 ⇔ minf2 =
∑nrow

p=1

∑ncol

q=1
sign

(⃒
⃒
⃒xnew

pq − x0
pq

⃒
⃒
⃒

) # (11) 

where F1 and F2 are the fitness functions for the maximum power 
output and the minimum switching number, respectively. 

3.2.3. Execution procedures 
For the bi-objective PV array reconfiguration, the general execution 

procedure of evolutionary based Pareto optimization algorithm is given 
in Table 2, where kmax represents the maximum number of iterations. In 
general, the irradiation continuously changes over time. Along with this 
change, the bi-objective PV array reconfiguration should be re-executed 
for the non-uniform irradiation distribution (i.e., the partial shading 
condition). If there is no partial shadow, it does not implement any 
actions for the PV array. To avoid a frequent reconfiguration, the control 
time cycle of PV array reconfiguration can be set discretely (e.g., 5 min) 
in a practical application. 

3.3. Best compromise reconfiguration scheme by TOPSIS 

TOPSIS assumes that each attribute in the decision matrix takes 
either monotonically increasing or decreasing utility. In other words, a 
larger attribute outcome indicates more preference for the benefit 
criteria and less preference for the cost criteria. Furthermore, any 
outcome which is expressed in a nonnumerical way should be quantified 
through the appropriate scaling technique. Since all the criteria cannot 
be assumed to be of equal importance, the method receives a set of 
weights from the decision maker. 

For the sake of simplicity, the operation of TOPSIS consists of the 
following steps: 

Step 1: Construct the normalized decision matrix to transform the 
various attribute dimensions into nondimensional attributes, which al
lows comparison across the attributes. One way is to take the outcome of 
each criterion divided by the norm of the total outcome vector of the 
criterion at hand. An element rij of the normalized decision matrix R can 
be calculated as: 

rij =
yij

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅∑m

i=1
y2

ij

√ , i = 1, 2,⋯,m# (12) 

where yij is the numerical outcome of the ith alternative solution for 
the jth attribute. 

Step 2: Construct the weighted norma1ized decision matrix via 
setting the weight vector given by the decision maker for each attribute 
to w = [ω1,ω2,⋯,ωn]

T
,ω1 + ω2 + ⋯ + ωn = 1, as. 

vij = ωj⋅rij, i = 1, 2, ..,m, j = 1, 2,⋯, n# (13)   

Step 3: Determine the positive and negative ideal solutions, as 
follows:  

A*
j =

⎧
⎨

⎩

max
i=1,2,⋯,m

vij, for a benefit attribute

min
i=1,2,⋯,m

vij, for a cost attribute
# (14)  
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A−
j =

⎧
⎨

⎩

min
i=1,2,⋯,m

vij, for a benefit attribute

max
i=1,2,⋯,m

vij, for a cost attribute # (15) 

where A*
j denotes the jth attribute of the positive ideal solution and 

A−
j denotes the jth attribute of the negative ideal solution. 

Step 4: The separation between each alternative solution can be 
measured by the n-dimensional Euclidean distance, i.e., the distances 
from the ith alternative solution to the positive and negative ideal so
lutions, as. 

s*
i =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

j=1
(vij − A*

j )
2

√

, i = 1, 2,⋯,m# (16)  

s−i =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅∑n

j=1
(vij − A−

j )
2

√

, i = 1, 2,⋯,m# (17) 

Step 5: Calculate the relative closeness to the positive ideal solution, 
as. 

c*
i =

s−i
s−i + s*

i
, 0 < c*

i < 1, i = 1, 2,⋯,m# (18) 

Step 6: Rank the preference order according to the descending order 
of c*

i , i.e., a larger relative closeness represents that the alternative so
lution is closer to the positive solution. Hence, the alternative solution 
with the largest relative closeness will be chosen as the best compromise 
solution, as. 

xbest = argmax
i=1,2,⋯,m

c*
i

(
xPF

i

)
# (19) 

where xbest denotes the best compromise solution and xPF
i denotes the 

ith Pareto optimal solution. 

4. Case studies 

In order to test the performance of the proposed technique, three TCT 
connected PV arrays with different scales (i.e., 10 × 10, 15 × 15, 20 ×
20) are introduced under four partial shadow patterns, including the 
long and narrow (LN) case, long and wide (LW) case, short and narrow 
(SN) case, short and wide (SW) case. For each PV array, the main pa
rameters of PV module are given in Table 3. The standard temperature 
and irradiation are set to be 25 ℃ and 1000 W/m2 in the following case 
studies. For each evolutionary based Pareto optimization algorithm, the 
maximum generations and population size are set to be 500 and 100, 
respectively. Except the maximum generations and population size, the 
other main parameters used in different evolutionary based Pareto 
optimization algorithms are given in Table 4. 

For a practical implementation, the proposed PV array reconfigura
tion technique contains two processes. Firstly, it should find the optimal 
electrical switching scheme based on the real-time predictive data of 
irradiation and temperature, which is executed by a computer. Sec
ondly, it should assign the action signals to all the switching devices, 
then the switching devices can response to the optimal electrical 
switching scheme. To verify the real-time response ability of each PV 
module, a real-time hardware-in-the-loop experiment has been carried 
out to evaluate the output feature under different weather conditions 
based on the RTLAB platform. Under different irradiations, the output 
curves of each PV module obtained by a hardware based RTLAB plat
form and a simulation based MATLAB are given in Fig. 3. It can be 
clearly seen that the output curves obtained by MATLAB are highly 
consistent with that obtained by RTLAB. Consequently, all the simula
tions are undertaken in MATLAB 9.11 with a multi-objective optimiza
tion toolbox called PlatEMO [55] by a personal computer with Intel(R) 
Core i7-10700 CPU at 2.9 GHz with 8 GB of RAM. 

4.1. Pattern 1: Long and narrow case 

In this case, long and narrow (LN) shading patterns for three different 
PV array are simulated. The shadow in this pattern is distributed broadly 
with four irradiance levels (i.e., 900, 700, 400, and 300 W/m2) over 
several PV modules, where different colours mean different irradiance. 
The shade pattern 1 of the TCT-connected scheme for the 10 × 10 PV 
array is shown in Fig. 4. Apparently, the positions of PV modules in each 
column are uniformly distributed into different rows via PV array 
reconfiguration. Similarly, the irradiance distribution of LN for 15 × 15 
PV array is shown in Fig. 6, in which the reconfiguration scheme is 
selected by TOPSIS from the multiple Pareto optimal solutions. For the 
PV reconfiguration scheme obtained by NSGA-II with TOPSIS in Fig. 4, 
the theoretical currents of all the rows currents can be calculated as 
follows: 

IR1 = 9(
900
1000

)IM + (
300

1000
)IM = 8.4IM# (20)  

IR2 = 8(
900
1000

)IM + (
700

1000
)IM + (

400
1000

)IM = 8.3IM#

IR3 = 10(
900
1000

)IM = 9IM# (21)  

IR4 = 8(
900
1000

)IM + (
700

1000
)IM + (

300
1000

)IM = 8.2IM# (22)  

IR5 = IR10 = 7(
900
1000

)IM + (
700
1000

)IM + 2(
300
1000

)IM = 7.6IM# (23)  

IR6 = IR9 = 7(
900
1000

)IM + (
700
1000

)IM + 2(
300
1000

)IM = 8.8IM# (24)  

IR7 = IR8 = 8(
900
1000

)IM + 2
(

400
1000

)

IM = 8IM# (25) 

where IM is the current at the maximum power point per module and 
VM is the voltage at the maximum power point per module. 

Besides, the Pareto fronts derived by the different algorithms under 
LN case are given in Fig. 5. It can be found that each algorithm can only 
find a few Pareto optimal solutions for the PV array reconfiguration due 
to the low complexity under LN case. By integrating the Pareto optimal 
solutions obtained by all the evolutionary algorithms, a high-quality 
optimal Pareto front can be generated for the bi-objective PV array 
reconfiguration. 

Similarly, the irradiance distribution of LN for 15 × 15 PV array is 
shown in Fig. 6. The evolutionary based Pareto optimization algorithms 
can effectively disperse the LN shadow. The Fig. 6 shows the reconfi
guration scheme chosen by TOPSIS, which is to select one solution from 
Pareto front obtained by each evolutionary algorithm. According to the 
theoretical current outputs of all the rows, the theoretical maximum 
power outputs can be determined via a sorting comparison, as shown in 
Fig. 7. Firstly, it is clearly that the six evolutionary based Pareto opti
mization algorithms can acquire higher maximum power outputs 
against to TCT. Particularly, the maximum power outputs obtained by 
SPEA2, MOCell, and RPEA are 11.1 % larger than that of TCT without 
optimization on the 10 × 10 PV array. On the other hand, it is 
comprehensible from Fig. 8 that the all the six evolutionary based Pareto 
optimization algorithms can significantly reduce the row current dif
ference compared to the TCT scheme without optimization. This is the 
main reason why the mismatch loss can be reduced and the maximum 
power output can be dramatically increased. 

4.2. Pattern 2: Long and wide case 

For the LW shade pattern, the shadow covers with five different ir
radiations (i.e., 900, 600, 500, 400 and 200 W/m2). It is clear that each 
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algorithm will provide multiple feasible solutions for PV reconfigura
tion. Among in the multiple Pareto optimal solutions, the only one 
compromise solution is chosen by TOPSIS as shown in Fig. 9. In Fig. 9, 
different reconfiguration schemes of the 10 × 10 and 15 × 15 PV arrays 
obtained by the evolutionary based Pareto optimization algorithms 
indicate that the shadows can be evenly dispersed throughout the array, 
which can effectively reduce the damage to PV panels. 

The theoretical maximum power outputs of the 10 × 10 and 15 × 15 
PV arrays are given in Fig. 10. In the 10 × 10 PV array, the performance 
difference between different evolutionary based Pareto based optimi
zation algorithms is slight, in which NSGA-II, MOCell, RPEA, and SPEAR 
have the same theoretical maximum output power. As the scale of PV 
array increases, the performance difference between different evolu
tionary based Pareto based optimization algorithms increases obviously. 
Fig. 11 shows the boxplot of row currents on a 10 × 10 and 15 × 15 PV 
array under LW case. It is clear that the row current difference by TCT is 
much larger than that by each evolutionary based Pareto based opti
mization algorithm. 

Fig. 12 provides the Pareto fronts obtained by the six evolutionary 
based Pareto optimization algorithms. It illustrates that each algorithm 
can only find several Pareto optimal solutions for the PV array recon
figuration under LW case, but they can be integrated into an approxi
mate ideal Pareto surface for different scales of PV arrays. As shown in 
Fig. 12, each Pareto optimization algorithm can provide at least two 
optimal solutions to rearrange the PV array. Based on the TOPSIS, the 
compromised solution is chosen and the corresponding irradiation dis
tributions is shown in Fig. 9. 

4.3. Pattern 3: Short and narrow case 

In the SN shade pattern, each PV array only experiences three irra
diation variations (i.e., 900, 600 and 400 W/m2), as depicted in the 
Fig. 13. In Fig. 13, the chosen compromise solution of 10 × 10 and 15 ×
15 PV reconfiguration is presented. Through column reconstruction, the 
shadows of 10 × 10 and 15 × 15 PV array are effectively dispersed based 
on the compromise solution. 

Due to the low complexity of SN shade pattern, the performance of 
each evolutionary based Pareto optimization algorithm is quite close, as 
shown in Fig. 14. Moreover, the largest increment of maximum power 
output between NSGA-II and TCT is 13.9 %. Similarly, all the six 
different evolutionary algorithms can obtain the much smaller row 
current differences than that of TCT, as shown in Fig. 15. 

Fig. 16 provides the Pareto fronts derived by six different algorithms 
under the SN shade pattern. Fig. 16 shows the solutions obtained by 
SPEAR deviate distinctly from the idea Pareto front, in which the per
formance of NSGA-II, RPEA, and PREA are superior to SPEAR. Mean
while, the Pareto optimal solutions of NSGA-II and PREA are distributed 
more evenly and widely than that of other algorithms. 

4.4. Pattern 4: Short and wide case 

As shown in Fig. 17, the SW shade pattern consists of four different 
irradiations (i.e., 900, 600, 400 and 200 W/m2) over the 10 × 10 and 15 
× 15 PV array. Besides, the Pareto fronts derived by the six different 
evolutionary based Pareto optimization algorithms are given in Fig. 20. 
The quality of the Pareto front obtained by SPEA2 is the highest among 
all the algorithms, while the number of Pareto optimal solutions ob
tained by SPEAR is the largest. Furthermore, the number of Pareto 
optimal solutions in the SW shade pattern is more than that in other 
three patterns. As a result, the diversity of Pareto solutions can be 
guaranteed. 

Based on the reconfiguration schemes acquired by the different 
evolutionary Pareto-based optimization algorithms chosen by TOPSIS in 
Fig. 17, the maximum power output can be dramatically increased by 
each evolutionary based Pareto optimization algorithm, as shown in 
Fig. 18. For the 15 × 15 PV array, the maximum power outputs of NSGA- 

II, SPEA2, MOCell, PREA, RPEA, and SPEAR are increased by 35.1 %, 
37.8 %, 33.7 %, 35.1 %, 33.7 %, and 27 % compared to the TCT without 
optimization, respectively. Besides, the difference of rwo current dis
tributions between evolutionary based Pareto optimization algorithms 
and TCT is much larger than that of other cases, as given in Fig. 19. 

4.5. Statistical studies 

Here, six existing PV array reconfiguration techniques including TCT 
without optimization [6], GA [33], PSO [35], GWO [38], HHO [34], and 
BOA [37], are introduced to compare with the evolutionary based Par
eto optimization algorithms. The last five algorithms are single-objective 
meta-heuristic optimization algorithms for the maximization of power 
output. Fig. 21 shows the results comparison between different algo
rithms on different PV arrays under four patterns. Two conclusions can 
be summarized from Fig. 21, as follows:  

• Firstly, the maximum power outputs (f1) of the best solutions by all 
the evolutionary based Pareto optimization algorithms are larger 
than that by each single-objective meta-heuristic algorithm in most 
cases. The increment of maximum power output is up to 10.23 % 
between MOCell and PSO on the 15 × 15 PV array under the LW 
shade pattern. Compared with GWO and HHO, the maximum power 
output increases 2.5 % and 5.1 % for the 10 × 10 PV array under LN 
shade. Under the SW shade pattern, the maximum power output 
obtained by PREA is 41.89 % larger than that of TCT without opti
mization for the 15 × 15 PV array. Besides, the difference on the 
maximum power output between the compromise solution by all the 
evolutionary based Pareto optimization algorithms and single- 
objective algorithms is slight.  

• Secondly, the switching number (f2) of electrical connections by all 
the evolutionary based Pareto optimization algorithms can be 
dramatically reduced compared with each single-objective meta- 
heuristic algorithm. For the best solution, the switching number 
obtained by PSO is up to 3.88 times of that by SPEA2 on the 10 × 10 
PV array under the LW shade pattern. Compared with single- 
objective meta-heuristic optimization algorithms, all the evolu
tionary based Pareto optimization algorithms for bi-objective PV 
array reconfiguration can reduce the switching times by at least half 
under different cases. 

5. Conclusion 

In summary, the proposed evolutionary based Pareto optimization 
algorithms for the bi-objective PV array reconfiguration have the 
following contributions:  

(1) The conventional PV array reconfiguration mainly focuses on the 
generation efficiency improvement under PSC. In contrast, the 
constructed bi-objective PV array reconfiguration can further 
reduce the switching control complexity except improving the 
generation efficiency. 

(2) Various powerful evolutionary based Pareto optimization algo
rithms are designed for the bi-objective PV array reconfiguration, 
which can provide multiple alternative Pareto optimal reconfi
guration schemes to the PV array. Compare with the single- 
objective optimization with only one optimal scheme, the PV 
array can select a best compromise PV array reconfiguration 
scheme from the multiple Pareto optimal solutions. This is 
beneficial to improve the flexibility of PV array reconfiguration 
under various irradiation conditions.  

(3) Simulation results under four different patterns demonstrate that 
the compromise solutions of the evolutionary Pareto-based opti
mization algorithms can obtain the same or better maximum 
power output than TCT without optimization and the single- 
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objective optimization algorithms, while the number of switches 
is significantly decreased. 
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