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Abstract

The paper proposes a method using convolutional neural network to effectively evaluate the discrimination 
between face and non face patterns, gender classification using facial images and facial expression recognition. 
The novelty of the method lies in the utilization of the initial trainable convolution kernels coefficients derived 
from the zernike moments by varying the moment order. The performance of the proposed method was 
compared with the convolutional neural network architecture that used random kernels as initial training 
parameters.  The multilevel  configuration  of zernike moments  was significant in extracting the shape 
information  suitable for hierarchical feature learning to carry out image analysis and classification. 
Furthermore the  results showed an outstanding  performance of zernike moment based kernels in terms of the 
computation time and classification accuracy.

Keywords: Zernike moments ,convolution kernel, invariant moments, pattern recognition, hierarchical feature 
learning.

1. Introduction

The advancement in the fields of data mining, 
biometrics, machine vision, medical imaging has 
increased the interest towards the advancement of 
image analysis, pattern recognition and 
classification(PRC). PRC systems are intelligent and 
are concerned with the extraction of robust and 
proficient attributes/features to describe and 
represent the objects for recognition and 
classification tasks. The features must be invariant to 
translation, scale and rotation, and should be 
independent and uncorrelated. The extraction and 
selection of reliable features decides the ability of the 
system in discriminating the classes or categories.
The prime concern in PRC related to vision science 

(images) is how to extract the attributes automatically 
from the images and what sort of description and 
representation allows the system to learn the features 
and carry out the process of classification. As a 
result , the PRC systems  are prescribed with the 
feature extractor that derives the features from the 
images and feeds them to a trainable classifier.
Though learning good feature is very challenging 
because of large intra class visual variation in images, 
the literature shows a vast set of methods using hand 
crafted features such as Bag of words[1], Genetic 
Algorithm[2], Independent Component Analysis[3], 
Principal Component Analysis[4][5], Gabor 
transform[6], Histogram of Oriented Gradients[7], 
Scale invariant feature transform[8], Local Binary 
Pattern[9], Local Directional Pattern[10], Discrete 
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                     (a)                              (b)                                (c)                                (d)                          (e)                                      (f)

Fig.4 Original image(a) Edge detection using canny operator(b)  k1,1 (c)   k8,2(d)  k14,10  (e) k18,2(f)

Fig.5 MSE obtained  between canny edge detected image and the edge images provided by the kernels from K
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achieve the performance goal(Mean square error 
defined by equation (4)) of zero[30]. The evaluation 
was carried out under two cases

case (i): The initial bias terms for all the layers and 
convolutional kernels for C1, C3 and C5 are     
randomly selected from the normal 
distribution(CNN-R).

case(ii):The initial bias parameters are selected 
randomly from the normal distribution and  
convolutional kernels are selected from the respective 
groups formed using zernike moments. From these 
groups the kernels are selected randomly(CNN-ZM).

Thus under both the cases, totally 316 parameters are 
trained by setting 1000 epoch limit. During training, 
the convolutional layers extract the edge information, 
subsampling layers reduce the size of the feature map 
and the non linear layers normalize the feature maps. 
Hence all the parameters are modified layer wise to 
learn the features in hierarchy. The CNN with the 
proposed method is iteratively trained and tested 10 
times and also the convergence of the network under 
each iteration is noted. Both the methods converged 
to meet the required MSE. The performance of the 
system is evaluated using the metric accuracy. The 
classification results of ten iterations indicate that 
CNN-ZM was notable in reducing the computation 
time to attain faster convergence. 

Though CNN-R was prominent in achieving the 
higher accuracy of 100% equal to that of CNN-ZM,
computationally it was slower in reducing the 
function MSE. From the results it is also clear that 
CNN-ZM provided its best performance with 159 
epochs whereas CNN-R converged with 221 epochs.
The same is displayed in Fig.7.

The output of each layer for the best performance is 
displayed in Fig.8.a and 8.b. Also the output of last

convolution layer is scalar quantity, hence it is not 
shown in the figures. From the figures it is seen that 
with the ZM based kernels, the edge information is 
significantly extracted in hierarchy providing the 
complete shape information as compared to random 
kernels.

4.1.2  Gender classification

Gender classification was carried out using  
faces94 database[40]. From the database 760 images 
of 38 subjects with different age groups and 20 
images per subject were considered. Of 38 subjects, 
19 are females and remaining 19 are males. Few of 
these images are with occlusion that include glasses 
and beard. Few samples of the dataset are displayed 
in Fig.9.a and 9.b.The dataset was divided into 
training and testing sets for feature learning, 
classification and evaluation. The process of gender 
recognition and classification was carried out in a 
similar way as followed in section 4.1.1. As 
mentioned earlier  the CNN was iteratively trained 
for 10 times The classification results are shown in 
Table.3

                

(a)

(b)
Fig.6.Sample images of face images (a) from ORL and non 

face images (b) from face and skin detection databases

(a)

(b)
Fig.9.Sample images of male subjects (a) and female subjects

from faces94 database

Fig.7.Best performance curve for face and non face
classification
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Table 3. Results for gender classification

CNN based on random kernels(CNN-R) CNN based on ZM kernels(CNN-ZM)
Iterations Number of training 

epochs
Classification 

accuracy
MSE Number of training 

epochs
Classification 

accuracy
MSE

1 1000 94.74 0.053 597 95.79 0.0
2 1000 76.31 0.764 553 100 0.0
3 1000 57.37 0.776 652 100 0.0
4 1000 94.74 0.119 525 100 0.0
5 847 97.37 0.0 594 99.47 0.0
6 1000 78.42 0.566 552 98.42 0.0
7 702 96.85 0.0 544 99.47 0.0
8 992 98.42 0.0 474 100 0.0
9 863 92.64 0.0 776 95.27 0.0

10 639 98.95 0.0 669 98.95 0.0

From Table.3 we see that the performance of CNN-
ZM is very efficient in achieving the performance 
goal with faster convergence rate. Also the accuracy 
attained is higher as compared to CNN-R. The best 
performance of CNN-ZM was obtained at 474 epochs 
whereas CNN-R obtained at 639 epochs. The plot of 
the best performance is shown in Fig.10.Also the 
output of each layer for the best performance is 
displayed in Fig.11.a and 11.b, which illustrates the 
extraction of edges using CNN-ZM. Furthermore our 
method is significant in recognizing 

(a)                                                                                                   (b)
Fig.8.Output of each layer employing CNN-R(a) and CNN-ZM(b) for face and non face classification

Fig.10.Best performance curve for gender classification
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the gender of a person even with the presence of 
occlusions in the image.

4.2  Experiment 2

The second experiment is intended towards 
recognizing the emotion of a person for which 
JAFFE database[41] was used. The database has 213 
Japanese female images with seven different 
emotions  of ten individuals. The emotions include 
angry, disgust, fear, happy, neutral, sad and surprise. 
Few sample images of the database are shown from
Fig.12.

The work utilized the CNN architecture as that of 
[30], but with minor alteration where the connections 
between C5 and F6 are modified to get seven 
network outputs from F6 layer. This variation was 
done to map with the seven emotions that need to be 
recognized. The methodology of the work followed 
the same process that is explained in section 4.1. The 
facial expression recognition results are shown in 
Table.4

The  classification results  show that, CNN-ZM 
provided outstanding performance in recognizing the 
emotion of a person. The proposed  CNN architecture 
was efficient in achieving the performance goal with 
fewer number of training epochs that signifies a
faster convergence rate as illustrated in Fig.13.

We can observe  that  CNN-ZM presented best 
performance of 87.6% for all the emotions where as 
CNN-R achieved 85.71% . From Table.4, it can also 
be noticed that when both CNN-ZM and CNN-R
attained the same recognition accuracy, CNN-ZM 
was better with less MSE.

                                                           (a)                                                                                                   (b)
Fig.11.Output of each layer ,employing CNN-R(a) and CNN-ZM (b)for gender classification

Angry Disgust              Fear             Happy

Neutral                   Sad                  Surprise

Fig.12.Sample images from JAFFE database indicating different 
emotions of an individual.










