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Abstract— Optic Disk (OD) detection plays an important
role for fundus image analysis. In this paper, we propose an
algorithm for detecting OD mainly based on a classifier model
trained by structured learning. Then we use the model to
achieve the edge map of OD. Thresholding is performed on
the edge map to obtain a binary image. Finally, circle Hough
transform is carried out to approximate the boundary of OD
by a circle. The proposed algorithm has been evaluated on the
public database and obtained promising results. The results
(an area overlap and Dices coefficients of 0.8636 and 0.9196,
respectively, an accuracy of 0.9770, and a true positive and false
positive fraction of 0.9212 and 0.0106) show that the proposed
method is a robust tool for the segmentation of OD and is very
competitive with the stage-of-the-art methods.

I. INTRODUCTION

Optic disk (OD) detection plays an important role in the
fundus image analysis and computer aided diagnosis for
ocular diseases, which has attracted extensive attentions from
clinicians and researchers as an early stage detection method
for ocular diseases. In addition, OD detection is often a
key step for the detection of other anatomical structures
[1], [2]. For example, the OD location helps to avoid false
positive in the detection of exudates associated with diabetic
retinopathy, since both of them are bright regions in the
fundus image [3]. Besides, the vessels, which are of direct
importance in assessing vascular condition, radiate from the
OD, so tracking algorithms for vessels may start from there
[2]. Moreover, the relationship between the size of the OD
and the optic cup has been widely utilized for glaucoma
diagnosis [3].

However, detecting OD automatically is not an easy job
since the variations of the OD’s shape, size, colour and so on.
Many OD detection algorithms have been introduced in the
literatures, which can mainly be classified as template based
methods [4], [5], [6], deformable model based methods [2],
[7], [8] and morphology based methods [3], [9], [10].

These methods have a common characteristic that is with-
out using the mechanism of machine learning. With the rapid
development of machine learning, the power of machine
learning become more and more strong. But the research of
using machine learning for OD detection is relative less. Far
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as we know, [11] is the only work using machine learning
for OD detection and obtain very competitive results. In [11],
the authors proposed an algorithm for OD detection based on
super pixels classification. This method mainly utilizes the
region information of the fundus image to detect the OD.

In this paper, we mainly utilize the edge information of
the fundus image to detect the OD. It is different from the
traditional method for OD detection using edge information.
In the traditional approaches, the pre-processing, such as
image enhancement, vessels elimination, is a key step to
enhance the boundary of OD. Then edge detectors, such as
Prewitt edge detector [12], are used to detect the OD edge.

However, the variety of the fundus image make the tra-
ditional edge detector difficult to meet the requirement. In
addition, which channel of the original fundus image should
be chosen as the input image is also difficult to decide due
to the variability of the fundus image. Such as in [13], the
green channel of the original RGB image is used. In [10],
the red channel. Or even a combination of both of them [5].
However, due to the variability of the fundus image, they do
not always provide the desired results [3].

Inspired by the method proposed by P. Dollár et al.
[14] which used structured learning to detect the image
edge, we proposed an algorithm for OD boundary detection
which mainly based on structured learning. The input of the
proposed method is the original fundus image thus there is
no need to consider which form of the greyscale image of
the original image should be chosen. In addition, there is no
need for the algorithm to take extra steps to eliminate the
blood vessels or enhance the image, since only the structure
about OD boundary are fed to the learning algorithm.

The flowchart of the proposed method is shown in Fig.1.
In training stage, we use the structured learning to obtain
the model. Then we use the trained model to achieve the
edge map of OD. Thresholding is performed on the edge
map thus a binary image of OD is obtained. Finally, circle
Hough transform is carried out to approximate the boundary
of OD by a circle.

The proposed method has been evaluated on the MES-
SIDOR database [15] and the average values obtained (an
area overlap and Dices coefficients of 0.8636 and 0.9196,
respectively, an accuracy of 0.9770, and a true positive and
false positive fraction of 0.9212 and 0.0106) show that the
method is a robust tool for the segmentation of OD, and
the experimental results also demonstrate that the proposed
method is very competitive with the stage-of-the-art methods.

The rest of the paper is organized as follows: in Section
II, the main stages of the proposed algorithm are described,
mainly about OD edge detection using structured forests.
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Fig. 1. The flow chart of the proposed algorithm.

Section III shows the experimental results obtained using
the public database, and a comparison with other methods
from the literatures. We provide discussion and conclusions
in Section IV.

II. METHOD
A. Obtaining Edge Map by Structured Learning

Structured learning or structured prediction addresses the
problem of learning a mapping where the input or output
space may be arbitrarily complex representing strings, se-
quences, graphs, object pose, bounding boxes etc. [14], [16],
[17]. Similar to commonly used supervised learning tech-
niques, structured prediction function are typically trained by
means of observed data in which the true prediction value
is used to adjust model parameters. The prediction function
is defined in such a way that the actual prediction f(x)
for a given instance x ∈ X (input domain) is obtained by
maximizing an auxiliary evaluation function g : X×Y → R
over all possible elements in Y (output domain), such that

y∗ = f(x) = argmax
y∈Y

g(x, y) (1)

To learn about the structured learning, we refer readers to
[18] for a comprehensive survey.

Similar with general images, OD edge in a local patch of
the fundus image are also highly interdependent [19]. They
often contains well-known patterns, such as straight lines
or arc. Since the output space of the structured learning
can be arbitrarily complex representing, thus the problem
of OD edge detection can be formulated as predicting local
segmentation masks given input image patches. In this work,
we take advantage of the method proposed by P. Dollár
[14] where random forest is used to capture the structured
information.

Random forest is an ensemble of T independent decision
trees ft, which consists of root node, split node and leaf node.
Each split node stores a split function to be applied to the
incoming data and each leaf node stores the final predictor.
The split function is defined as:

h(x, θj) ∈ {0, 1} (2)

with parameters θj . If h(x, θj) = 1, node j sends x right,
otherwise left. The output of the tree on an input x is the
prediction stored at the leaf node reached by x, which may
be a target label y ∈ Y .

(a) (b)

Fig. 2. The schematic of structured learning based for OD edge map. (a)
Fundus image, (b) Edge map .

Training decision tree is a process of optimizing param-
eters of the split functions associated with all the split
nodes, as well as the leaf predictors. Split parameters θj are
chosen when the information gain reaches maximum. The
information gain is defined as:

I = H(Sj)−
∑

k∈{L,R}

|Sk
j |
|Sj |

H(Sk
j ) (3)

where H(S) = −
∑

y pylog(py) denotes the Shannon en-
tropy and py is the fraction of elements in S with label y.
SR
j = {(x, y) ∈ Sj |h(x, θj) = 1} means the data are send

to right, and SL
j = Sj\SR

j the data are send to left.
The main challenge of training random forest with struc-

tured labels is how to define the information gain. In [14], to
learning decision trees uses structured labels to determine the
splitting function at each branch in the tree, the structured
labels are mapped to a discrete space on which standard
information gain measures may be evaluated. Each tree
predicts a patch of edge pixel labels that are aggregated
across the image to compute the final edge map. The size
of the input image patch is 32× 32 . The features for each
patch are extracted on a set of color and gradient channels
[14], [20]. Fig.2 shows the schematic of the OD edge map
obtained by structured learning, where Fig.2 (a) is a fundus
image and Fig.2 (b) is the edge map of the fundus image.

B. Thresholding

Given a grayscale image , thresholding can be used to
create a binary image. The threshloding methods replace
each pixel in an image with a black pixel if the intensity
I(x, y) is less than some fixed value T , or a white pixel if
the image intensity is greater than that value. This can be
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(a) (b) (c)

Fig. 3. Different results when k is set to different values. (a) k is equal
to 1, (b) k is equal to 0.618, (c) k is equal to 0.4

defined as:

BW (x, y) =

{
1 if I(x, y) > 0
0 others (4)

The key step of thresholding is to select the threshold T . In
this work, we use Otsus method [21], which search for the
threshold by minimizing the intra-class variance, to obtain
the threshold. To protect more information of OD boudary,
we reduce T by multiply a factor k which less than 1. Fig.3
shows the binary image when k is equal to 1, 0.618, 0.4,
respectively. We can see that when k is smaller, more edge
information are protected, at the same time, more false edge.
In our work, we set k is equal to 0.618 by experiment.

C. Circle Hough Transform

The purpose of circle Hough transform is to find the
circle patterns in the image [22]. The process of the Hough
Transform is to transform a set of feature points in the image
space into a set of accumulated votes in a parameter space.
Then, for each feature point, votes are accumulated in an
accumulator array for all parameter combinations. The array
elements that contain the highest number of votes indicate the
presence of the shape [23]. Based on the parametric equation
of the circle, we can obtain the center and the radius of the
circle by performing circle Hough transform on the image.
It can be defined as [5]:

(cx, cy, r) = CHT (IBW , rmin, rmax) (5)

where IBW is a binary image and (rmin, rmax) is the search
range of the radius. (cx, cy) and r are respectively the center
position and radius obtained by circle Hough transform.

According to the equation (5), the parameters of the circle
Hough transform is the rmin and rmax . In this work, we set
rmin is equal to 50 and rmax is equal to 90 according to the
analysis of the [24], [5]. Fig.4 gives an example where the
red circle is the approximation of the OD boundary detected
by circle Hough transform.

III. RESULTS

The proposed algorithm has been evaluated on the public
database MESSIDOR [15], which kindly provided by the
Messidor program partners. It contains 1200 eye fundus
color images. The images were acquired by 3 ophthalmologic
departments using a color video 3CCD camera on a Topcon
TRC NW6 non-mydriatic retinpgraph with 45 degree field of
view. The images are 1440×960 , 2240×1488 or 2304×1536

(a) (b)

Fig. 4. An example fit the OD boundary by circle. (a) Circular approxi-
mation of OD boundary. (b) Put the circle on the fundus image.

Fig. 5. The sketch map to illustrate the basic concepts of TP, FP, TN and
FN.

pixels in size and 8 bits per color plane and are provided in
TIFF format. 800 images were acquired with pupil dilation
and 400 without dilation. The ground truth of these 1200
images is currently available online [25].

The performance of the methods has been evaluated based
on different concepts. We use the Fig.5 to illustrate the
concepts. Let TP represents True Positive, FP False Positive,
TN True Negative, and FN False Negative. Based on these
basic concepts, Area Overlap (AOL), Dices (S) coefficients,
Accuracy (Ac), True Positive Fraction (TPF) and False
Positive Fraction (FPF) are defined as follow:

AOL = TP/(TP + FN + FP ) (6)
S = 2TP/(2TP + FN + FP ) (7)
Ac = (TP + TN)/(TP + TN + FP + FN) (8)
TPF = TP/(TP + FN) (9)
FPF = FP/(FP + FN) (10)

In this work, we focus on the segmentation of OD,
so a 300 × 300 sub-image, which include the region of
interest, is extracted first. We use the method proposed by
J. Lowell [2] to locate the OD. The accuracy of the locating
is 97% in MESSIDOR database. For the images are not
correctly to locate, we corrected them manually and used
them to evaluate the performance of the algorithm for the
segmentation of OD, too.

A. Parameters Evaluation

The proposed algorithm for segmentation of OD is mainly
based on structured learning. The random forest is used to
capture the structured information of the OD boundary. The
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Fig. 6. The influence of the number of trained patches for the algorithm

parameters that most influence the behavior of the decision
forest are: the number of decision trees, the number of
train patches and the max depth of the tree [26]. Since the
proposed method is mainly based on supervised machine
learning, K-fold cross validation [27] (We set K is equal
to 12 since the images have been divided into 12 groups
(each group contains 100 images) by the authors [15]) is
used to evaluate the algorithm. We set default values for the
parameters (the number of trained patches is 106, the number
of trees is 8, the max depth of the tree is 64) then let one
change and the others are equal to the default values, then
explore the effect of the parameter. Since the FPF is smaller,
to see the tendency clearly in the same figure, we map the
FPF into the range of 0.75 to 1 equally. The map is defined
as:

FPF ′ = exp(FPF ) (11)

Fig.6 shows how varying the number of patches affects
the results. It can be note that increasing the number of
patches improves the results when the number is less than
106. After the number of trained patches is larger than 106,
the performance of the algorithm tends to stabilize. In Fig.7,
we plot the influence of the number of trees for the proposed
algorithm. we can see that the proposed algorithm is not very
sensitive to the number of trees. Increasing the number of
trees improves the results slightly. Fig.8 shows how varying
the max depth of the tree affects the results. It can be note
that the performance of the algorithm is improving with the
increase of the max depth of the tree when it is less than
32. After the max depth of the tree is greater than 32, the
performance of the algorithm tends to be stable.

According to the analysis of Fig.6 to Fig.8, the number of
train patches as 106, the number of trees as 8 and the max
depth of the tree as 64 are good choices, neither too small to
lose the precision nor too large to increase the burden on the
computer. The average values obtained by the algorithm are:
area overlap and Dices coefficients of 0.8636 and 0.9196,
respectively, an accuracy of 0.9770, and a true positive and
false positive fraction of 0.9212 and 0.0106.

Fig.9 shows some examples where red circles are the OD
boundary detected by the proposed algorithm, and green
circles are the ground truth. From these cases, we can see that

Fig. 7. The influence of the number of trees for the algorithm

Fig. 8. The influence of the max depth of the tree for the algorithm

when the detected boundary are included in the ground truth,
such as (d), an ideal value of FPF is achieved even though
the result is not perfect actually. When the ground truth are
included in the detected boundary, such as (c), an ideal value
of TPF is obtained even though the result is not perfect,
either. So, the indicators TPF and FPF just can only evaluate
the performance of the algorithm one-sided. In addition, the
AOL is more sensitive to the results than Ac. This can be
illustrated by comparing (a) and (b), where AOL=0.9815,
Ac=0.9938 in (a) and AOL=0.8540, Ac=0.9911 in (b). It
means that for a deteriorating result the AOL has more
obviously change. It also can be illustrated in case of (e)
when a bad result is obtained, the AOL is obviously worse
than the Ac.

B. Comparison with Other Algorithms

In this work, we select the methods proposed by S.
Morales et al.[3] and A. Aquino et al. [5], which are
considered as the state-of-the-art methods for OD detection,
to compare.

Table I shows the results comparison with S. Morales
′

method. It can be note that the AOL and S obtained by the
proposed method are improved comparing with the method
proposed by S. Morales. For the Ac, TPF, FPF, the results
obtained by the proposed method is not as good as those of
the S. Morales. But as we illustrate before, the Ac is less
sensitive to the results, and the TPF, FPF just can evaluate
the performance of the algorithm one-sided. From this point
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(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Fig. 9. Some examples where green circles are the ground truth and red circles are the circle detected by the proposed algorithm. (a). AOL=0.9815,
S=0.9907, Ac=0.9938, TPF=0.9946, FPF=0.0066. (b). AOL=0.8540, S=0.9213, Ac=0.9911, TPF=0.9723, FPF=0.0037. (c). AOL=0.6678, S=0.8008,
Ac=0.9399, TPF=1, FPF=0.0683. (d). AOL=0.2478, S=0.3971, Ac=0.7154, TPF=0.2478, FPF=0. (e). AOL=0.2358, S=0.3816, Ac=0.9414, TPF=0.0362,
FPF=0.0283. (f). AOL=0.8983, S=0.9464, Ac=0.9880, TPF=0.9200, FPF=0.003. (g). AOL=0.9339, S=0.9658, Ac=0.9854, TPF=0.9820, FPF=0.0137. (h).
AOL=0.9173, S=0.9569, Ac=0.9743, TPF=0.9260, FPF=0.0042. (i). AOL=0.9513, S=0.9751, Ac=0.9894, TPF=0.9976, FPF=0.0127. (j). AOL=0.8983,
S=0.9464, Ac=0.9880, TPF=0.9200, FPF=0.0031.

of view, the performance of the proposed algorithm may be
better.

TABLE I
COMPARISON OF THE METRICS (AVERAGE VALUES AND

STANDARD DEVIATIONS) OF OBTAINED BY THE PROPOSED
METHOD, BY THE PCA AND MATHEMATICAL MORPHOLOGY

BASED METHOD

Proposed S. Morales [3]

AOL 0.8636(0.1268) 0.8228(0.1384)
S 0.9196(0.1019) 0.8950(0.1056)

Ac 0.9770(0.0284) 0.9949(0.0050)
TPF 0.9212(0.1213) 0.9300(0.1239)
FPF 0.0106(0.0129) 0.0035(0.0041)

Table II shows the results compare with the method
proposed by A. Aquino [5]. Data are presented in columns
as the percentage of images per interval of area overlap
values, the last column is the total average of the area overlap
values. The first five rows of the Table II summarizes the
performance of the template based method proposed by A.
Aquino [5]. The first row shows the results for the elliptical
approach based on minimizing the geometric distance, the
following three rows shows the results obtained with three
variants based on minimizing the algebraic distance, and the
fifth row shows the results of the circular approach. It can
be seen that the elliptical approach is significantly poorer,
three of the elliptical template-based variants were based on
minimizing the algebraic distance achieving an AOL ≈ 0.66
, and the one based on minimizing the geometric distance
achieving an AOL ≈ 0.67 . The proposed method improves
the performance of all elliptical approaches and achieves
comparable results with the circular template-based method
(AOL = 0.86).

IV. DISCUSSION AND CONCLUSION
In this paper, a new algorithm for the automatic detection

of OD has been presented. The proposed algorithm mainly
consists of three steps: obtaining the edge map based on
structured forests, performing the thresholding on the edge
map and approximating the OD boundary by a circle.

Compare with the methods which also mainly use the edge
information to detect the OD, the proposed algorithm use the
structured forests to capture the information and the process
of the proposed algorithm is simpler since pre-processing,
such as image enhancement, vessels elimination, are no need.
Moreover, the input of the proposed algorithm is the original
image so there is no need to consider which channel of the
image as the input which usually is difficult to decide for
many algorithms of OD detection due to the variability of
the fundus image.

Once we obtained the trained model, the average compu-
tational time obtained for OD segmentation is 1.7494s with
a standard deviation of 0.2987s performed on a PC equipped
with an Intel (R) Core (TM) i-5 4210 M CPU at 2.60 GHZ
and 4 GB of RAM capacity using MATLAB and the results
are very competitive with the state-of-the-art methods.

The main disadvantage of the proposed method is that the
boundary of the OD is approximated by a circle. Although
promising results are achieved, the true OD boundary is
hard to obtain. To improve the performance of the proposed
algorithm, the circle obtained by the proposed algorithm may
be used as the initial contour for a deformable model. But
how to design a robust force according to the characteristic
of the fundus image is our future work.
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detection of optic disc based on pca and mathematical morphology,”
Medical Imaging, IEEE Transactions on, vol. 32, no. 4, pp. 786–796,
2013.

[4] M. Park, J. S. Jin, and S. Luo, “Locating the optic disc in retinal
images,” in Computer Graphics, Imaging and Visualisation, 2006
International Conference on. IEEE, 2006, pp. 141–145.

[5] A. Aquino, M. E. Gegúndez-Arias, and D. Marı́n, “Detecting the optic
disc boundary in digital fundus images using morphological, edge
detection, and feature extraction techniques,” Medical Imaging, IEEE
Transactions on, vol. 29, no. 11, pp. 1860–1869, 2010.

[6] M. Lalonde, M. Beaulieu, and L. Gagnon, “Fast and robust optic
disc detection using pyramidal decomposition and hausdorff-based
template matching,” Medical Imaging, IEEE Transactions on, vol. 20,
no. 11, pp. 1193–1200, 2001.

[7] A. Osareh, M. Mirmehdi, B. Thomas, and R. Markham, “Comparison
of colour spaces for optic disc localisation in retinal images,” in Pattern
Recognition, 2002. Proceedings. 16th International Conference on,
vol. 1. IEEE, 2002, pp. 743–746.

[8] H. Li and O. Chutatape, “Automated feature extraction in color retinal
images by a model based approach,” Biomedical Engineering, IEEE
Transactions on, vol. 51, no. 2, pp. 246–254, 2004.

[9] T. Walter, J.-C. Klein, P. Massin, and A. Erginay, “A contribution of
image processing to the diagnosis of diabetic retinopathy-detection
of exudates in color fundus images of the human retina,” Medical
Imaging, IEEE Transactions on, vol. 21, no. 10, pp. 1236–1243, 2002.

[10] D. Welfer, J. Scharcanski, C. M. Kitamura, M. M. Dal Pizzol, L. W.
Ludwig, and D. R. Marinho, “Segmentation of the optic disk in
color eye fundus images using an adaptive morphological approach,”
Computers in Biology and Medicine, vol. 40, no. 2, pp. 124–137, 2010.

[11] J. Cheng, J. Liu, Y. Xu, F. Yin, D. W. K. Wong, N.-M. Tan, D. Tao,
C.-Y. Cheng, T. Aung, and T. Y. Wong, “Superpixel classification
based optic disc and optic cup segmentation for glaucoma screening,”
Medical Imaging, IEEE Transactions on, vol. 32, no. 6, pp. 1019–
1032, 2013.

[12] R. C. Gonzalez, Digital image processing. Pearson Education India,
2009.
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